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1 .  Introduction 
 

                                                                                                                                                                                                                                                                                                                                                                                                                              

Since 2020, a number of events have upset the norms guiding amiable interstate relations. COVID-19, Russia’s invasion 

of Ukraine, and growing tensions between China and the U.S mark a deterioration of the global security environment. 

In this context, international actors deploy an assortment of coercive measures to leverage power and influence 

behaviour while evading detection.  

One popular way of describing this phenomenon is through the term hybrid threat. A hybrid threat can be defined as 

the coordinated and synchronised use of military and/or non-military instruments by state and non-state actors which 

deliberately harm or undermine the foundations of a state or society.1 Importantly, hybrid activity remains difficult to 

attribute and below the threshold of conventional warfare.2 The difficulty of attribution associated with hybrid threats 

distinguishes them from conventional military activity and statecraft. Beyond the oft cited examples of foreign election 

interference and meddling in the information domain, strategic actors are adapting the tactics used to harm their 

adversaries. The practice of using hard and soft power simultaneously has been around for centuries. Yet, modern 

emerging technologies and globalisation have created new instruments for hybrid threats, intensified vulnerabilities in 

different domains, and increased the scale, speed, and reach of hybrid attacks.3 

This horizon scan presents five higher-level trends in the current global hybrid threat landscape: 

1. Exploitation of economic dependencies  

2. Weaponisation of widespread digitalisation  

3. Distortion of reality  

4. Manipulation of societal polarisation  

5. Diversification of tools and actors  

For each trend, the horizon scan considers the vulnerabilities which create opportunities for threats, the drivers 

motivating hybrid actors, and the current and potential future hybrid activities or modi operandi.  

The trends in the horizon scan are not entirely novel, as they reflect evolutions of existing trends. However, they 

emphasise that the impact of hybrid challenges will only intensify and manifest in new ways. The playing field for hybrid 

actors is expanding as the boundaries of engagement broaden. What is particularly noteworthy is the convergence of 

trends; hybrid actors are synergising various tactics across different domains. These developments will likely shape 

interactions in the international arena for the next five years, while also forming the foundation for future trends. In 

turn, defence strategies will need to develop alongside the changing hybrid threats.  

The results of this horizon scan are based on a targeted open-source literature review of international research on 

hybrid threats. Hereby, think tank reports and academic articles from the European Union and North America were 

reviewed, complemented by literature from beyond these regions, including from Ukraine, Russia, Japan, and China. 

 
1 A. Aho et al., “Hybrid Threats: A Comprehensive Resilience Ecosystem,” Science for Policy, Facts4EUFuture (Luxembourg: 
Publication Office of the European Union, April 20, 2023), 4, https://www.hybridcoe.fi/wp-
content/uploads/2023/04/CORE_comprehensive_resilience_ecosystem.pdf; Georgios Giannopoulos, Hanna Smith, and Marianthi 
Theocharidou, “The Landscape of Hybrid Threats: A Conceptual Model. Public Version,” Science for Policy (Luxembourg: Publication 
Office of the European Union, February 5, 2021), 6, 11, 16, https://www.hybridcoe.fi/wp-
content/uploads/2021/02/conceptual_framework-reference-version-shortened-good_cover_-_publication_office.pdf 
2 Bertolini, Minicozzi, and Sweijs, “Ten Guidelines for Dealing with Hybrid Threats: A Policy Response Framework,” 1; Giannopoulos, 
Smith, and Theocharidou, “The Landscape of Hybrid Threats: A Conceptual Model. Public Version,” 6, 11. 
3 Tim Sweijs, “Between War and Peace: ‘Hybrid Threats’ and NATO’s Strategic Concept” (The Hague: The Hague Centre for Strategic 
Studies, June 2022), 1, https://hcss.nl/wp-content/uploads/2022/06/Between-War-and-Peace-HCSS-2022-V2.pdf; Darko Trifunović and 
Zoran Bjelica, “Cyber War - Trends and Technologies,” National Security and the Future 21, no. 3 (March 1, 2021): 65–94, 
https://doi.org/10.37458/nstf.21.3.2. 
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The literature review findings were further validated with a survey of 15 experts working on hybrid threats at Dutch 

research institutions.4  

This scan provides an overview of the most relevant trends and developments in hybrid threats, gauged by current 

academic communities. A word of caution: this horizon scan neither addresses counter hybrid measures, nor does it 

reflect on normative considerations associated with the implementation of hybrid tactics.  

Chapter 2 outlines key observations around the five higher-level trends, supported by case studies and primary sources 

where possible. Subsequently, Chapter 3 presents some final observations of the horizon scan and provides 

considerations for future research activities.  

  

 
4 The experts were requested to name and elaborate on three trends in hybrid threats, on any level of granularity, which were most 
salient in their work. The listed trends were sorted according to the five identified trends.  
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2 .  Trends in Hybrid 
Threats 

 

 

2.1 Exploitation of Economic Dependencies  
 

In the last couple of years, a return to great power competition and geopolitics has shaped the hybrid threat 

environment. States have renewed their focus on creating and maintaining strategic advantages through technological 

innovation in military, dual-use, and civil industries. In turn, this has contributed to the proliferation of emerging 

disruptive technologies (EDTs) and the gradual collapse of an already fragile rules-based arms control regime.5 In this 

context, states are striving to secure leverage over each other. 

The focus of states on securing leverage is especially evident in the inextricable link between economics and state 

security. On the one hand, a state’s wealth resulting from access to resources, like critical raw materials or energy, 

affects its ability to invest in technological innovations. On the other hand, states have to make strategic decisions 

about trade in order to prevent empowering their adversaries and enabling threat actors.6 For example, in 2023, the 

Netherlands introduced stringent trade restrictions on lithography machines to China. This technology is essential for 

the manufacturing of advanced chips which enable many EDT capabilities.7   

Yet, a turn towards trade independence clashes with many crucial and highly internationalised supply and production 

chains. Economic interdependence has also been touted as a deterrent against conflict; foregoing extensive economic 

benefits would simply prove too costly.8 However, following Russia’s invasion of Ukraine, European Union (EU) member 

states have increasingly questioned the efficacy of trade as a disincentive for war.9 Despite costly shared projects like 

Nord Stream, Russia initiated a full-scale invasion on the European continent. Meanwhile, the United States and its 

allies are undergoing a monumental decoupling and de-risking process vis-a-vis China. Decoupling consists of cutting 

economic ties, while de-risking prioritises the reduction of identified vulnerabilities in trade.10 In this context, covertly 

targeting states’ resources and their means of access becomes an appealing hybrid strategy. Hybrid activities targeting 

resources remain under the threshold of conventional war but directly influence the capabilities of rivals.   

It is important to acknowledge that hybrid tactics are often used against the backdrop of conventional economic 

statecraft tools like sanctioning, export controls, and supply blocks. The power of economic statecraft instruments is 

based on overt deterrence by denial or punishment. Still, hybrid tactics remain useful even in light of undisguised 

 
5 The U.S.’ and Russia’s withdrawals from key post-Cold War arms control treaties in the last years created gridlock around negotiation 
tables which was solidified following Russia’s invasion of Ukraine. Hugo van Manen et al., “Emerging Disruptive Technologies in an Era 
of Great Power Competition” (The Hague: The Hague Centre for Strategic Studies, December 2022), iv–v; Paul van Hooft, Lotje 
Boswinkel, and Sweijs, “Shifting Sands of Strategic Stability: Towards A New Arms Control Agenda,” HCSS, February 15, 2022, 
https://hcss.nl/report/arms-control-shifting-sands-of-strategic-stability/. 
6 Borys Kormych and Tetyana Malyarenko, “From Grey Zone to Conventional Warfare: The Russia-Ukraine Conflict in the Black Sea,” 
Small Wars & Insurgencies 34, no. 7 (September 9, 2023): 1238, https://doi.org/10.1080/09592318.2022.2122278. 
7 Thomas Borst and Rein Wieringa, “Kabinet Legt Export ASML naar China aan Banden,” NRC, March 8, 2023, 
https://www.nrc.nl/nieuws/2023/03/08/kabinet-beperkt-handel-oudere-chipmachines-asml-naar-china-a4158983. 
8 Mina E. Tanious, “The Impact of Economic Interdependence on the Probability of Conflict Between States: The Case of ‘American–
Chinese Relationship on Taiwan Since 1995,’” Review of Economics and Political Science 4, no. 1 (2018): 40, 
https://doi.org/10.1108/REPS-10-2018-010. 
9 Giselle Bosse, “Values, Rights, and Changing Interests: The EU’s Response to the War Against Ukraine and the Responsibility to 
Protect Europeans,” Contemporary Security Policy 43, no. 3 (July 16, 2022): 531–46, https://doi.org/10.1080/13523260.2022.2099713. 
10 James Crabtree, “U.S.-China De-Risking Will Inevitably Escalate,” Foreign Policy, August 20, 2023, 
https://foreignpolicy.com/2023/08/20/derisking-decoupling-us-china-biden-economy-trade-technology-semiconductors-chips-supply-
chains-ai-geopolitics-escalation/. 
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competition between rival powers. Hybrid threats often exploit the same economic dependencies and vulnerabilities 

targeted by explicit economic coercion.  

This horizon scan highlights two prevalent hybrid strategies: seabed warfare and investment-based influence. Seabed 

warfare targets underwater infrastructures like gas pipelines and internet cables as a means of harming adversaries. 

Meanwhile, investment-based influence uses funding to create economic dependencies and leverage. 

 

2.1.1 Seabed Warfare  
 

On the 26th of September 2022, a rupture occurred in the Nord Stream gas pipelines between Russia and Germany.11 

At the time of the attack, the Nord Stream 2 pipeline was not carrying gas. However, the harm caused to Nord Stream 

1 produced a considerable methane gas leak. Experts have corroborated that the rupture was most likely caused by 

sabotage. Yet, as Nord Stream lays abandoned more than a year later, different theories about the perpetrators still 

prevail; from pro-Russian or pro-Ukrainian groups to U.S. Navy divers.12 Nord Stream is not a singular case. In the build 

up to and following Russia’s invasion of Ukraine the targeting of underwater infrastructure in both the North and Baltic 

seas has been salient. In January 2022, one of two optical fibre cables between Norway and Svalbard was cut. 

Immediately, communication with the mainland was limited and the reserve communication capacity was lost.13 In 

October 2022, multiple French and Scottish cables were cut simultaneously, raising regional alarm. As a result, the 

Shetland Islands were cut off from outside contact, while three major French communication lines were 

compromised.14 Against the backdrop of war in Europe, various actors may have had motives to cause harm by 

targeting vulnerable seabed infrastructures.  

Seabed infrastructure is a product of a globalised world, 

connecting states on different sides of oceans and seas. 

Cables and pipelines transport both physical resources 

and data, fulfilling two critical functions. On the one 

hand, internet cables enable global connectivity, being 

responsible for 95 percent of all Internet traffic. In 

Europe, internet cables facilitate “over ten trillion euros 

of financial transactions daily”. 15 These cables also lie at 

the heart of many states’ military command- and 

control systems.16 On the other hand, pipelines supply 

energy in the form of oil and gas.17  

  

 
11 Philip Oltermann, “State Actor Still Main Suspect Behind Nord Stream Sabotage, Says Investigator,” The Guardian, April 6, 2023, sec. 
World news, https://www.theguardian.com/world/2023/apr/06/nord-stream-sabotage-pipeline-blasts. 
12 Niha Masih, “Who Blew up the Nord Stream Pipelines? What We Know One Year Later.,” Washington Post, September 25, 2023, 
sec. Europe, https://www.washingtonpost.com/world/2023/09/25/nord-stream-pipeline-explosion-update-russia-ukraine/. 
13 John Leicester, “French Police Probe Multiple Cuts of Major Internet Cables,” AP News, October 21, 2022, 
https://apnews.com/article/technology-europe-france-marseille-business-49d27ccc0195f1c48b33a5634232031f; Niels Nagelhus Schia, 
Lars Gjesvik, and Ida Rødningen, “The Subsea Cable Cut at Svalbard January 2022: What Happened, What Were the Consequences, 
and How Were They Managed?” (Oslo: Norwegian Institute of International Affairs, 2023), 1. 
14 Samuel Bashfield, “Indian Ocean Seabed Defence: Lessons from Europe,” ORF, accessed November 21, 2023, 
https://www.orfonline.org/research/indian-ocean-seabed-defence-lessons-from-europe/. 
15 Jannik Hartmann, “Protecting the EU’s Submarine Cable Infrastructure,” German Council on Foreign Relations, July 10, 2023, 
https://dgap.org/en/research/publications/protecting-eus-submarine-cable-infrastructure. 
16 Hartmann. 
17 Hartmann; Justin Sherman, “Cyber Defence Across the Ocean Floor: The Geopolitics of Submarine Cable Security” (Atlantic Council, 
September 13, 2021), 1, https://www.atlanticcouncil.org/in-depth-research-reports/report/cyber-defense-across-the-ocean-floor-the-
geopolitics-of-submarine-cable-security/; Don Walsh, “Seafloor Cables and Pipelines: Are They Secure?,” U.S. Naval Institute, March 1, 
2023, https://www.usni.org/magazines/proceedings/2023/march/seafloor-cables-and-pipelines-are-they-secure. 

Source: Canva (2023) 

https://www.canva.com/photos/MAEyup35KTA-pipeline-lying-on-ocean-bottom-underwater-3d-rendering/
https://www.canva.com/photos/MAEyup35KTA-pipeline-lying-on-ocean-bottom-underwater-3d-rendering/
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In states like the Netherlands, the supply of telecommunications and energy services is explicitly identified as critical 

infrastructure. Critical infrastructure is not only vital for the proper functioning of states but also uniquely vulnerable 

to malign interference.18 Most critical seabed infrastructure is located outside of inland territories, making it harder to 

monitor and, more importantly, protect. Simultaneously, the amount of seabed infrastructure has risen steadily in 

recent years. In the period between 2020 and 2023, the global number of cables increased from 445 to 518, with 

another 54 cables projected to be ready for service by 2026.19 Seabed infrastructure thus becomes a target for hybrid 

threat actors as its disruption potentially imposes significant costs with little risk under high ambiguity. Arguably, the 

increase in cables and pipelines can be attributed to the construction of reserves: back up channels in case of damage. 

As a result, it is not guaranteed that every attack will have dire or even notable effects. Yet, an increase in cables signals 

their value, likely contributing to the perception of seabed infrastructure as worthwhile targets.  

Attacks can employ different tactics, from causing damage to the infrastructure, as in the case of Nord Stream, to 

completely disrupting connections, as occurred with the Shetland Islands. Where seabed infrastructure is not cut-off 

or disrupted, it remains vulnerable to surveillance and espionage.20 This can lay the groundwork for future attacks or 

supply information which can be used as leverage.21  

Physical sabotage of seabed infrastructure can immediately impact the functioning of everyday life. If internet cables 

are targeted, a country or territory can temporarily lose contact with the rest of the world or its own citizens, needing 

to rely on 2G or satellite relays.22 Meanwhile, the disruption of energy supplies can cause backlash from the public 

along with repair costs and supply compensation.23 On a broader level, sabotage exposes a country’s weaknesses, 

possibly opening the door for further interference.  

Based on global economic interdependencies, seabed warfare can be used by different actors for different purposes. 

On the one hand, states that supply resources can target new infrastructure projects which connect their dependants 

with other suppliers. This way, the supplier state may entrench existing dependencies. On the other hand, non-supplier 

actors can sabotage critical seabed infrastructure to wreak economic or psychological havoc in target societies. The 

latter mechanism also opens further pathways for non-state actors, as detailed in section 2.5. Yet, a 2021 study from 

the International Cable Protection Committee found that “a significant proportion of cable faults” were caused 

accidentally by commercial fishing activities or anchoring.24 Nonetheless, this data demonstrates the vulnerability of 

seabed infrastructure to interferences. Simultaneously, proxy actors disguised as commercial fishing boats could also 

play a role in deliberate hybrid activity. The role of proxy actors is further elaborated in section 2.5.  

While seabed warfare is already a reality, hybrid activities along other supply chains could emerge in the future. A 

major potential target is the supply of critical raw materials. Among others, certain raw materials are vital for the 

hardware underlying digital technologies.25 As emphasised in section 2.2, increasing digitalisation may motivate hybrid 

actors to look for more economic dependencies to exploit.  

 

 
18 Njall Trausti Fridbertsson, “Protecting Critical Maritime Infrastructure - The Role of Technology” (NATO Parliamentary Assembly, April 
6, 2023); “Overzicht Vitale Processen,” Nationaal Coördinator Terrorismebestrijding en Veiligheid (Ministerie van Justitie en Veiligheid), 
accessed December 15, 2023, https://www.nctv.nl/onderwerpen/vitale-infrastructuur/overzicht-vitale-processen. 
19 “Submarine Cable Map,” TeleGeography, accessed December 4, 2023, https://www.submarinecablemap.com/. 
20 “Themarapportage Ongewenste Inmenging en Beïnvloeding Democratische Rechtsstaat,” (Analistennetwerk Nationale Veiligheid, 
2022), 31, 37–38, https://www.rivm.nl/sites/default/files/2022-
10/Themarapportage_ongewenste%20inmenging%20en%20bei%CC%88nvloeding_E%202022.pdf. 
21 Hotaka Nakamura, “The Enemy Below: Fighting against Russia’s Hybrid Underwater Warfare,” Centre for Maritime Strategy, June 29, 
2023, https://centerformaritimestrategy.org/publications/the-enemy-below-fighting-against-russias-hybrid-underwater-warfare/. 
22 Nagelhus Schia, Gjesvik, and Rødningen, “The Subsea Cable Cut at Svalbard January 2022: What Happened, What Were the 
Consequences, and How Were They Managed?” 
23 Susannah Savage, “Protests over Food and Fuel Surged in 2022 — the Biggest Were in Europe,” Politico, January 17, 2023, 
https://www.politico.eu/article/energy-crisis-food-and-fuel-protests-surged-in-2022-the-biggest-were-in-europe/; Patrick Wintour, 
“Germany Agrees 15-Year Liquid Gas Supply Deal with Qatar,” The Guardian, November 29, 2022, sec. World news, 
https://www.theguardian.com/world/2022/nov/29/germany-agrees-15-year-liquid-gas-supply-deal-with-qatar. 
24 Christian Bueger and Tobias Liebetrau, “Critical Maritime Infrastructure Protection: What’s the Trouble?,” Marine Policy 155 
(September 1, 2023): 105772, https://doi.org/10.1016/j.marpol.2023.105772; Mike Clare, “Submarine Cable Protection and the 
Environment,” International Cable Protection Committee, March 2021, https://iscpc.org/publications/submarine-cable-protection-and-the-
environment/?id=2. 
25 “Critical Raw Materials,” European Commission, accessed November 22, 2023, https://single-market-
economy.ec.europa.eu/sectors/raw-materials/areas-specific-interest/critical-raw-materials_en. 
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2.1.2 Investment-based Influence  
 

China’s Belt and Road Initiative (BRI), stretching from Asia to Africa and Latin America, has made headlines in recent 

years. Specifically, the BRI has caused worries about China’s disproportionate influence around the world. Under the 

BRI, China places conditions on its loans, such as clauses allowing the country to “demand repayment at any time”. 

This creates leverage which can be used to affect dependent states’ stances on political issues.26 Simultaneously, when 

receiving countries have been unable to repay their loans, the default culminated in de facto Chinese company-based 

ownership. For example, in Sri Lanka, China gradually gained control of the Hambantota Port for 99 years. The port lies 

in strategic proximity to India and hosts crucial communication lines.27 Still, it is often difficult to attribute how much 

Chinese investment is state-directed and state-controlled. Companies such as the Power Construction Corporation act 

as a front for BRI initiatives.28 It is also challenging to prove that such investments are made with the intention of 

establishing control. Precisely because of this ambiguity, investments made with the goal of gaining influence 

constitute part of a hybrid toolbox.  

Russia has used similar tactics through 

Rosneft. Rosneft is an energy company partly 

owned by the Russian state. The company has 

invested substantially into oil and gas around 

the world, including by making major deals in 

Iraq and giving loans in Venezuela. Russia has 

been accused of using such investments as a 

geopolitical tool to counter the United States 

in strategic locations. At the same time, these 

economic connections remain a leverage tool 

for Russia, despite growing sanctions since its 

invasion of Ukraine.29 

 

 

 
26 James McBride, Noah Berman, and Andrew Chatzky, “China’s Massive Belt and Road Initiative,” Council on Foreign Relations, 
February 2, 2023, https://www.cfr.org/backgrounder/chinas-massive-belt-and-road-initiative. 
27 “China’s Belt and Road Initiative – Strategy: China’s Evolving Ambitions,” IISS, November 17, 2022, https://www.iiss.org/online-
analysis/online-analysis/2022/11/bri-dossier-chapter-one/. 
28 Christoph Nedopil Wang, “China Belt and Road Initiative (BRI) Investment Report 2022,” Green Finance and Development Centre, 
February 3, 2023, https://greenfdc.org/china-belt-and-road-initiative-bri-investment-report-2022/. 
29 Clifford Krauss, “Russia Uses Its Oil Giant, Rosneft, as a Foreign Policy Tool,” The New York Times, October 29, 2017, sec. 
Business, https://www.nytimes.com/2017/10/29/business/energy-environment/russia-venezula-oil-rosneft.html. Vladimir Rouvinski, 
“Russia’s Continuing Engagement with Venezuela in 2019 and Beyond - An Update,” Wilson Center, February 2020, 
https://www.wilsoncenter.org/publication/russias-continuing-engagement-venezuela-2019-and-beyond-update. 

Technology Spotlight: Underwater Vehicles 

The continued evolution of technologies such as artificial intelligence (AI) and underwater communication 

systems has made remotely operated vehicles (ROVs) and autonomous underwater vehicles (AUVs) an 

important part of actors' abilities to target seabed infrastructure. Emerging technologies are thus key drivers 

of current and future maritime threats. These assets can place sensors or other monitoring devices on 

infrastructure for continuous data collection, for example, to see when surveillance occurs. These vehicles 

can also be used to survey terrain around seabed infrastructure and track new projects and developments. 

Importantly, the underwater environment itself plays into the hybridity of these threats. Under the water, 

small vehicles which lack attributable signals remain difficult to detect without advanced sensor technology. 

Source: Canva (2023)  

https://www.canva.com/photos/MAEURn10smg-cargo-ship-unloading-colorful-containers-in-port/
https://www.canva.com/photos/MAEURn10smg-cargo-ship-unloading-colorful-containers-in-port/
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Aside from exploiting existing economic dependencies, the above examples demonstrate that actors can create new 

dependencies and leverage through foreign investment. As is characteristic for hybrid threats, perpetrators try to 

remain under the radar. To do so, they can rely on proxy actors, mainly private companies, making it difficult to directly 

trace state involvement. The stated aim of investments is often to promote cooperation, development, and mutual 

business opportunities. Yet, strategic investments can also help secure access to, if not control of, relevant regions. In 

some instances, this entails access to military facilities to station own forces or employ the forces of the dependent. 

Alternatively, investment-based influence can be used to persuade the target to take particular diplomatic positions, 

for instance by voting in specific ways at international fora. 30 In the current global economic system, state 

interdependencies are widespread. Yet, excessive dependence on states deemed to be rivals or threats, especially for 

critical materials or technologies, constitutes a risk. 

 

Conclusion 
 

The exploitation of economic dependencies is becoming a more attractive tactic for hybrid actors. A growing 

dependence on seabed infrastructure creates vulnerabilities which can affect the everyday functioning of societies. At 

the same time, the potential to create leverage and new dependencies serves as a driver for strategic investments. 

Coupled with conventional tools for economic statecraft like export controls and sanctions, hybrid tactics which exploit 

economic dependencies can limit the capabilities of states while remaining under the threshold of conflict. This 

observation is especially relevant when it comes to (critical) materials that are indispensable for digital technologies.31 

These materials are physical objects, meaning that their trade can be controlled to influence whether or not actors can 

reach certain technological capabilities. As will be discussed in sections 2.2, 2.3 and 2.4, much hybrid activity occurs 

digitally with the potential to influence both non-kinetic and kinetic infrastructure. This emphasises why the 

exploitation of economic dependencies has become a prevalent tactic: physical resources can enable further threats. 

 

 

  

 
30 Faris Al-Fadhat and Hari Prasetio, “How China’s Debt-Trap Diplomacy Works in African Countries: Evidence from Zimbabwe, 
Cameroon, and Djibouti,” Journal of Asian and African Studies 0, no. 0 (November 16, 2022): 2–3, 
https://doi.org/10.1177/00219096221137673. 
31 “Critical Raw Materials.” 
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2.2 Weaponisation of Widespread Digitalisation 
 

Within the context of renewed geopolitical competition, states and other entities can exploit an increasing dependence 

on digital technologies. Next to physical attacks, as discussed in section 2.1, critical infrastructure can also be targeted 

through non-kinetic means. While digitalisation is by no means a new phenomenon, it is currently extending into an 

increasing number of domains. For instance, as part of whole-of-government efforts to mitigate climate change, 

technologies like smart-meters are being installed to save energy and resources.32 Concurrently, digital simulation is 

increasingly being used to save costs in and improve industrial and military training.33 Widespread digitalisation creates 

benefits such as bolstered efficiency, accessibility, and transparency. However, it also exposes more parts of society to 

clandestine attacks.34 In part, vulnerabilities are driven by the rapid development of new technologies. Since 2020, 5G 

networks have accelerated the transmission rates of wireless networks.35 There has also been a revolution in 

generative artificial intelligence (AI). AI applications based on transformer-based models have now become an 

everyday staple, as with OpenAI’s ChatGPT released in 2022.36  

Modern digital technologies are primarily connected to the Internet of Things (IoT): the network which devices use to 

access online information. While a connection to the IoT is necessary for the functioning of many devices, it also exports 

immense amounts of data of varying sensitivity online. This data can be exploited by hybrid threat actors who use 

digital tools to extract, manipulate, or wipe information.37 Whereas 9.76 billion devices were connected to the IoT in 

2020, this number has increased to 15.14 billion in 2023, and is projected to rise to 29.42 billion by 2030.38  

Digitalisation also creates vulnerabilities in the 

physical domain. Most modern infrastructure can 

be accessed and interfered with through 

cyberattacks.39 Cyberattacks are difficult to 

attribute and relatively low-cost in comparison to 

their impact, making them attractive hybrid tactics.  

Cyberattacks are also not a new phenomenon; 

however, since 2020, the number of cyberattacks 

has climbed steeply, as shown in Figure 1.  

Cyberattacks have different goals and characteristics. The European Repository of Cyber Incidents distinguishes six 

primary categories. Through (1) data theft, the attacker gains confidential information about the target, which can be 

used as leverage. In (2) doxing, stolen data is publicly disclosed. A cyberattack aimed at (3) disruption includes any 

activity that hampers the functioning of a digital system through a denial-of-service or malware attack. Through (4) 

hijacking, threat actors obtain control of a system. This can (5) be further exploited to cause damage to the computer 

infrastructure or its operations.40 Finally, (6) ransomware encrypts data to block the user’s access. In turn, access codes 

 
32 “Energy,” European Commission, accessed November 22, 2023, https://energy.ec.europa.eu/topics/markets-and-consumers/smart-
grids-and-meters_en. 
33 Carrie Lewis Miller, “Digital Simulations,” in Game Based and Adaptive Learning Strategies, by Carrie Lewis Miller et al. (Mankato: 
Minnesota State University, 2021), 62–66, https://mlpp.pressbooks.pub/gamebasedlearning/chapter/digital-simultions/. 
34 Piers Kelly, “5 Essential Benefits of Digital Transformation in the Public Sector,” GovNet Technology, accessed November 22, 2023, 
https://blog.govnet.co.uk/technology/essential-benefits-of-digital-transformation-in-the-public-sector. 
35 “What Is 5G Technology?,” McKinsey & Company, October 7, 2022, https://www.mckinsey.com/featured-insights/mckinsey-
explainers/what-is-5g. 
36 While modern transformer-based models have been around since 2018, the 2022 release of ChatGPT opened up its functions to the 
wider public.  
37 Michael J. Mazarr et al., The Emerging Risk of Virtual Societal Warfare: Social Manipulation in a Changing Information Environment, 
Research Reports (Santa Monica, CA: RAND Corporation, 2019), xiii, https://www.rand.org/pubs/research_reports/RR2714.html. 
38 “IoT Connected Devices Worldwide 2019-2030,” Statista, July 2023, https://www.statista.com/statistics/1183457/iot-connected-
devices-worldwide/. 
39 Tomoko Nagasako, “Global Disinformation Campaigns and Legal Challenges,” International Cybersecurity Law Review 1, no. 1 
(October 6, 2020): 125–36, https://doi.org/10.1365/s43439-020-00010-7; Sweijs, “Between War and Peace: ‘Hybrid Threats’ and 
NATO’s Strategic Concept,” 1. 
40 “Glossary,” European Repository of Cyber Incidents, accessed December 5, 2023, https://eurepoc.eu/glossary/. 

Source: Cyber Security News (2023) 

https://cybersecuritynews.com/hackers-breached-us-air-force-satellite/
https://cybersecuritynews.com/hackers-breached-us-air-force-satellite/
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can be used for extortion.41 Figure 2 displays the distribution of different cyberattacks. Since 2021, the frequency of all 

types of cyberattacks has increased, with hijacking with misuse and disruption rising most steeply. 

Driven by recent technological innovations and widespread digitalisation, vulnerabilities in the physical and digital 

realms are increasing. This horizon scan considers the impact of newly developed and evolving technologies as tools 

which enable a new generation of digital hybrid threats. The scan discusses  two types of hybrid threats: digitally 

enabled sabotage of physical infrastructure and attacks on digital data.  

 
41 “A Guide to Ransomware,” National Cyber Security Centre, accessed December 6, 2023, 
https://www.ncsc.gov.uk/ransomware/home. 

Technology Spotlight: Digital Twins 

Digital twins are computerised models of physical devices or systems that represent all functional features 

and links with working (physical) elements. Digital twins are employed in a variety of contexts, from 

manufacturing and construction to military systems and training. These digital models can be used for 

simulation exercises, which introduce individuals to particular technologies and test how a system would 

react to specific conditions. However, having such comprehensive ‘blueprints’ linked to the IoT also makes 

them vulnerable and particularly appealing targets for hybrid attacks. Hybrid actors can track the use of 

digital twins and mirror simulations, using this information to anticipate action or the implementation of 

specific technologies. Certain parameters of simulations can also be manipulated externally to skew results 

and invalidate data. Finally, digital twins can serve as a backdoor to gain access to archived data. In turn, 

while digital twins are accessed through the digital realm, the information gained from them can be used to 

make targeted attacks on physical infrastructure more effective. 

https://eurepoc.eu/table-view/
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2.2.1 Digitally-enabled Physical Infrastructure Sabotage 
 

Immediately before Russia’s invasion of Ukraine, hackers supported by the Russian government used the malware 

AcidRain to disable the KA-SAT satellite, run by the American company Viasat. As a result, the Ukrainian military lost 

key communication capabilities in the early days of the war. The damage extended beyond Ukraine to internet users 

and wind farms in the EU. Other militaries around the world also rely on Viasat, meaning that such a digital attack 

could have had global consequences.42 

As this case demonstrates, digital technologies can be employed to undermine infrastructure in the physical world. In 

distinction from section 2.1.1, these attacks are carried out using non-kinetic, rather than kinetic, tools to manipulate 

physical technologies. In the most extreme cases, threat actors can use digital technologies to shut down a target’s 

infrastructure. Disruption or hijacking with misuse can be achieved with denial-of-service attacks which flood or crash 

a service, or with the spoofing and jamming of communication signals.43 The potency of such threats is amplified by 

the challenge of attributing attacks to specific perpetrators. Digital actors can disguise their signatures and origins.44 

Threats also increase as, for convenience and ease of maintenance, more system controls become digitalised. This is 

 
42 Patrick Howell O’Neill, “Russia Hacked an American Satellite Company One Hour Before the Ukraine Invasion,” MIT Technology 
Review, May 10, 2022, https://www.technologyreview.com/2022/05/10/1051973/russia-hack-viasat-satellite-ukraine-invasion/; James 
Andrew Lewis, “Cyber War and Ukraine,” Centre for Strategic and International Studies, June 16, 2022, 
https://www.csis.org/analysis/cyber-war-and-ukraine. 
43 Daniel Fiott, “Digitalisation and Hybrid Threats: Assessing the Vulnerabilities for European Security,” Hybrid CoE Papers (The 
European Centre of Excellence for Countering Hybrid Threats, April 2020), 5, https://www.hybridcoe.fi/wp-
content/uploads/2022/04/20220404-Hybrid-CoE-Paper-13-Digitalization-and-hybrid-threats-WEB.pdf. 
44 Lorraine Finlay and Christian Payne, “The Attribution Problem and Cyber Armed Attacks,” American Journal of International Law 113 
(2019): 203, https://doi.org/10.1017/aju.2019.35. 

https://eurepoc.eu/table-view/
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exemplified in the case of digital twins: technological blueprints which bridge the physical and virtual realms.45 Since 

digital twins and IoT connections require constant communication between the two realms, the corresponding 

networks are prone to cyberattacks.46  

 

2.2.2 Targeting Digital Data  
 

In early 2022, members of the Ukrainian armed forces and a European government entity involved with the logistical 

management of Ukrainian refugees were targeted with a phishing attack aimed at extracting information about the 

movement of people from Ukraine.47 Though clear proof was lacking, the attack was tentatively associated with TA445, 

a group allegedly linked to the Belarussian government.48 Concurrently, a Ukrainian border station with Romania 

experienced a data-wipe attack on the 25th of February 2022, forcing the border guards to process information 

manually.49 As a result, refugees were held up in the cold for an excessive amount of time, creating tensions and 

shortages.50 

Data tampering, in the form of data theft, falsification, or wipes (disruption or hijacking), can have far-reaching impacts. 

The use of spyware, exploits, and phishing, facilitated by new technologies, has spiralled in recent years, focusing 

primarily on data theft.51 Specifically the advent of generative AI has granted access to new tools which can be used 

for deceptive tactics. AI can be used to rapidly generate code which can decrypt security systems.52 With this, AI has 

lowered the barrier of entry for threat actors. Multimodal generative AI can also spoof voices, negating the 

effectiveness of voice-based verification.53 Finally, malware which incorporates AI can be used for sophisticated data 

collection over long periods of time. A notable example of the latter is the Emotet trojan, a malware for phishing 

through spam emails.54 Emotet employed generative AI to increase the sophistication of its phishing emails, tailoring 

them to specific users to increase chances of success.55  

 
45 Sabah Suhail, Raja Jurdak, and Rasheed Hussain, “Security Attacks and Solutions for Digital Twins,” Computers in Industry 151 
(October 2023): 103961, https://doi.org/10.1016/j.compind.2023.103961. 
46 MohammadHossein Homaei et al., “A Review of Digital Twins and Their Application in Cybersecurity Based on Artificial Intelligence,” 
Preprint Submitted to Computer Science Review, November 3, 2023, 19. 
47 Publicly available sources do not specify which European entity was targeted. This is likely due to the sensitivity of the context. 
Thomas Brewster, “Warning: Hackers Are Targeting The Ukraine Refugee Crisis,” Forbes, May 2, 2022, sec. Cybersecurity, 
https://www.forbes.com/sites/thomasbrewster/2022/03/02/warning-hackers-are-targeting-the-ukraine-refugee-crisis/; Michael Raggi and 
Zydeca Cass, “Asylum Ambuscade: State Actor Uses Lua-Based Sunseed Malware to Target European Governments and Refugee 
Movement,” Proofpoint, March 1, 2022, https://www.proofpoint.com/us/blog/threat-insight/asylum-ambuscade-state-actor-uses-
compromised-private-ukrainian-military-emails. 
48 Brewster, “Warning.” 
49 Stéphane Duguin and Pavlina Pavlova, “The Role of Cyber in the Russian War against Ukraine: Its Impact and the Consequences for 
the Future of Armed Conflict” (Brussels: Policy Department, Directorate-General for External Policies, European Parliament, September 
2023), 7; Levi Howard, “The Ukraine War & Cyberattacks Targeting Refugees and Humanitarian Organisations,” The Henry M. Jackson 
School of International Studies, August 7, 2023, https://jsis.washington.edu/news/the-ukraine-war-cyberattacks-targeting-refugees-and-
humanitarian-organizations/. 
50 Howard, “The Ukraine War & Cyberattacks Targeting Refugees and Humanitarian Organisations.” 
51 “Phishing and Ransomware Can Be Your Worst Nightmares, How Can You Prevent These Evolving Threats? Toward Resilience 
Against Phishing and Ransomware Attacks,” Deloitte, accessed November 22, 2023, 
https://www2.deloitte.com/lu/en/pages/risk/articles/phishing-ransomware-how-to-prevent-threats.html. 
52 Lewis, “Cyber War and Ukraine.” 
53 Ali Javed et al., “Voice Spoofing Detector: A Unified Anti-Spoofing Framework,” Expert Systems with Applications 198 (July 15, 2022): 
116770, https://doi.org/10.1016/j.eswa.2022.116770. 
54 “World’s Most Dangerous Malware EMOTET Disrupted through Global Action,” Europol, January 27, 2021, 
https://www.europol.europa.eu/media-press/newsroom/news/world’s-most-dangerous-malware-emotet-disrupted-through-global-action. 
55 Brewster, “Warning.” 
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From the extracted data, threat actors can obtain crucial information about large populations or confidential 

government intelligence.56 While this information can be held ransom or sold, it can also be utilised to carry out 

subsequent attacks. Aside from this, data can also be falsified or wiped to interfere with the proper functioning of 

systems, whether by inserting malicious code or by sowing misinformation though the latter of the two will be 

discussed in section 2.3. Generative AI can once again make these kinds of tactics more appealing based on increased 

scale, speed, and reach. This has massive ramifications for the execution of government functions which rely heavily 

on digital infrastructure. 

 

Conclusion 
 

The means for targeting physical infrastructure and gaining access to data through digital tools have remained 

relatively unchanged since their emergence. However, this chapter emphasises how emerging technologies act as a 

threat-multiplier for digital hybrid threats. At the same time, the number of vulnerabilities is growing due to 

widespread digitalisation. Actors enabled by new technologies can create complex threats with more wide-ranging 

impacts. Furthermore, as will be discussed in sections 2.3 and 2.4, these same technologies also have the capacity to 

impact social domains directly. Hybrid actors can manipulate the ways people interact with information and with each 

other. As such, vulnerabilities arise because of societies’ pervasive reliance on and high trust in digital technologies.  

 

 

 

 

 

 

 

 

 

 

 
56 Petar Čelik, Miodrag Komarčević, and Milovan Dimic, “Convergence of the Kovid 19 and Cyber Crime Pandemic: Context and 
Scope,” Megatrend Revija 17, no. 4 (2020): 49–74, https://doi.org/10.5937/megrev2004049c. 

Technology Spotlight: Quantum Encryption 

While the implication of AI as a threat multiplier for cyberattacks is already being witnessed, the effect of 

quantum technologies remains to be seen. While it is unlikely that it will be possible to break the most 

sophisticated encryption methods with quantum computing before 2030, quantum technologies will 

continuously increase the complexity of attacks. In response, quantum communication concepts and 

algorithms are being developed to generate encryption codes that cannot be broken using quantum 

instruments. Currently, there is a specific commercially available application: Quantum Key Distribution 

(QKD). QKD ensures that two parties can communicate with each other in an encrypted manner. First-

generation QKD systems are already offered by, for example, the Swiss ID Quantique. During elections in 

Switzerland, QKD technology was used to secure the internet connection between the locations where 

votes were counted and the locations where voting results were stored. 
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2.3 Distortion of Reality  
 

New digital technologies do not only create risks for infrastructure. They also enable hybrid actors to target the 

cognitive processes of individuals. Today, interactions between individuals and their communities increasingly take 

place in the online, or digitally mediated, rea1lm. For many, social media is coming to serve as the main mode of 

communication and source of information. However, what is portrayed on these platforms is influenced by a virtual 

filter, shaped by algorithms and platform rules. Users are thus increasingly confronted with a synthetic, as opposed to 

a physical, reality through which they orient themselves in the world.57  

One consequence of this is that people may become unable to distinguish between what is true and what is false.58 

Ultimately, this has the potential to reverse a fundamental premise of societal discourse. Whereas it was always 

assumed that information is true until proven otherwise, the basic presumption today is increasingly that everything 

is false until it can be proven to be real. The sheer amount of information sources available contributes to this 

phenomenon. An individual does not have the capacity to fact check everything seen online. Therefore, scepticism 

becomes the next best thing. Yet, this phenomenon is exacerbated by new technological developments such as 

generative AI, which increase the saturation of synthetic content online.59 It is estimated that by 2026, 90% of content 

online will contain AI-generated material.60  

The use of and excessive reliance on digital technologies can call into question the existence of a shared reality. In turn, 

communities move towards a post-truth society.61 The lack of a shared reality hinders the perceived efficacy of open 

debate and consensus-building in societies.  

 
57 Isabella Garcia-Camargo and Samantha Bradshaw, “Disinformation 2.0: Trends for 2021 and Beyond,” Hybrid CoE Working Papers 
(The European Centre of Excellence for Countering Hybrid Threats, July 2021), 15, https://www.hybridcoe.fi/wp-
content/uploads/2021/07/20210716_Hybrid_CoE_Working_Paper_11_Disinfo_2_0_WEB.pdf. 
58 Garcia-Camargo and Bradshaw, 7. 
59 Mazzucchi, “AI-Based Technologies in Hybrid Conflict: The Future of Influence Operations,” 11. 
60 Gadjo Sevilla, “Navigating the AI Content Boom: Risks, Investments, and the Urgent Need for Standards,” Insider Intelligence, August 
29, 2023, https://www.insiderintelligence.com/content/navigating-ai-content-boom-risks-investments-urgent-need-standards. 
61 The concept of the post-truth society describes a situation in which emotions rather than facts determine the public debate, and in 
which the truth is seen to be relative and subject to manipulation. Dominic Malcolm, “Post-Truth Society? An Eliasian Sociological 

Source: Eliot Higgins (2023) 

https://twitter.com/EliotHiggins/status/1637927681734987777
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By capitalising on these existing processes, hybrid actors targeting perceptions of reality can generate a “sense of 

persistent insecurity and anxiety” among populations.62 Current online safety mechanisms cannot monitor all of the 

content found online or trace it back to its source.63 This is also not necessarily desirable given privacy concerns. In this 

context, hybrid actors can leverage new technologies like generative AI to fabricate text, audio, image, and video 

content.64 Simultaneously, this content can be uploaded through fake or bot accounts.65 Through technologies like 

VPNs, original  information sources can also be obscured, making attribution and counter-measures extremely 

difficult.66  

This section focuses on how hybrid threats contribute to uncertainty by delegitimising authoritative sources of 

information, like traditional media and state institutions. In the most extreme scenario, a battle over what counts as 

the truth ensues,67 as will be discussed in section 2.4.  

 

2.3.1 Delegitimisation of Sources and Authorities  
 

In recent years, several audio and video deepfakes have gone viral. Following Russia’s invasion of Ukraine, videos of 

both Ukrainian President Zelenskyy and Russian President Putin calling their troops to surrender spread online.68 For a 

brief period in May 2023, a fabricated image of an explosion near the Pentagon was seen on different social media 

channels, leading to a short decline of the stock market.69 On a more subtle level, deepfakes have also been used to 

ridicule elected officials and other public personalities. For example, since 2019, a recording suggesting that Nancy 

Pelosi was intoxicated during an event has been circulating online. Another deepfake emerged implying that Biden had 

forgotten what state he was in during a speech. The potency of such content is seen in the fact that despite the initial 

circulation being recognised as fake, the videos can re-emerge after some time without this information, leading to 

repeated confusion and delegitimisation.70  

 
Analysis of Knowledge in the 21st Century,” Sociology 55, no. 6 (December 2012): 1063–64, 
https://doi.org/10.1177/0038038521994039. 
62 Mazarr et al., The Emerging Risk of Virtual Societal Warfare, xiv. 
63 Rem Darbinyan, “The Growing Role Of AI In Content Moderation,” Forbes, June 14, 2022, 
https://www.forbes.com/sites/forbestechcouncil/2022/06/14/the-growing-role-of-ai-in-content-moderation/. 
64 Mazarr et al., The Emerging Risk of Virtual Societal Warfare, xiii. 
65 Garcia-Camargo and Bradshaw, “Disinformation 2.0: Trends for 2021 and Beyond,” 7. 
66 “The Potential for VPNs to Be Used for Malicious Purposes, Such as Hiding the Source of Cyber Attacks,” Rosh Tech, accessed 
December 20, 2023, https://roshtech.com.au/the-potential-for-vpns-to-be-used-for-malicious-purposes/. 
67 Mazzucchi, “AI-Based Technologies in Hybrid Conflict: The Future of Influence Operations,” 8. 
68 “Doctored Video Appears to Show Putin Announcing Peace,” Reuters, March 17, 2022, sec. Fact Check, 
https://www.reuters.comarticle/idUSL2N2VK1CC/; James Pearson and Natalia Zinets, “Deepfake Footage Purports to Show Ukrainian 
President Capitulating,” Reuters, March 17, 2022, sec. Europe, https://www.reuters.com/world/europe/deepfake-footage-purports-show-
ukrainian-president-capitulating-2022-03-16/. 
69 Abené Clayton, “Fake AI-Generated Image of Explosion near Pentagon Spreads on Social Media,” The Guardian, May 23, 2023, sec. 
Technology, https://www.theguardian.com/technology/2023/may/22/pentagon-ai-generated-image-explosion. 
70 Donie O’Sullivan, “False Video of Joe Biden Viewed 1 Million Times on Twitter,” CNN, November 2, 2020, 
https://www.cnn.com/2020/11/01/tech/false-biden-video-twitter/index.html; AJ Willingham, “Is That Video Real?,” CNN, October 19, 
2020, https://www.cnn.com/interactive/2020/10/us/manipulated-media-tech-fake-news-trnd/. 

Technology Spotlight: Generative Adversarial Networks  

Generative adversarial networks (GANs) are one type of generative AI algorithm which contribute to the 

constant improvement of deepfakes. Deepfakes are the wide category of content created by generative AI 

designed to resemble reality. GANs lend themselves especially well for deepfakes because of the model’s 

design. GANs are composed of two neural networks, a generator and a discriminator. The generator 

produces content which is subsequently classified by the discriminator as either real or fake. In turn, the 

generator uses this feedback in the subsequent content it produces. In this way, the two networks train 

each other in producing evermore life-like outputs. 
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Threat actors have long aimed at undermining the population’s morale and trust in its leaders. Yet, new technologies 

make it possible to fabricate supposed portrayals of reality at an unprecedented scale and speed. Generative AI allows 

for the creation of multimodal deepfakes, including audio, images (using, for instance, StabilityAI’s Stable Diffusion and 

OpenAI’s DALL-E 2), and video.71 With this, threat actors can impersonate existing individuals, usually important public 

personalities, or create new avatars and personas. This might be used to claim that certain events happened, put words 

in the mouths of leading figures, create the image of a non-existing consensus, or otherwise deride or delegitimise 

authority.72 These activities contribute to belief in a false reality and produce great uncertainty, adding to 

“indeterminacy and cynicism” in society.73 Ultimately, citizens lose trust in otherwise legitimate sources of information 

and their elected leaders. The sources of deepfakes are difficult to track, especially because of their viral nature and 

replication across the internet. Furthermore, even when authorities attempt to communicate truthfully and 

transparently, their efforts become more likely to be questioned.  

Meanwhile, generative AI also contributes to the effectiveness of automated bots, which threat actors can use to target 

individuals with customised messages.74 As such, new technologies allow for much more fine-grained attacks. And, 

with the increasing popularity of new formats such as livestreams, and stories on social media, synthetic content can 

be distributed to followers immediately, have an impact, and subsequently disappear.75 Authorities therefore find it 

increasingly difficult to trace and monitor this new, short-lived online content. 

While deepfakes can currently still be distinguished from real content to some extent, the nature of AI will likely only 

make them more convincing in the near future.76 It is estimated that the technology will be able to evade certain types 

of forensic analysis in the upcoming years.77 Simultaneously, since social media often reduces the quality of content 

and appears on user’s screens for mere seconds, deepfakes of inferior quality may already be convincing enough.78 

Research shows that humans are incredibly receptive to images and videos, as they correspond to people’s experience 

of the world through sight.79 As a result, even if individuals do not look at or otherwise interact with deepfakes for very 

long, the visuals can still be taken in as valid information, influencing subsequent attitudes and behaviour.  

 

Conclusion 
 

An overwhelming amount of information coupled with the difficulty of verifying its validity has the potential to 

undermine collective perceptions of reality. This contributes to an emotional response within society: people grow 

increasingly anxious, angry, and distrustful. While on the individual level it becomes difficult for individuals to function 

and participate productively in civil society, growing frustrations can also exacerbate tensions between groups. 

Generative AI contributes to the problem of disinformation by increasing the sheer amount of synthetic content found 

online. But, as discussed in section 2.4, generative AI also gives threat actors the tools to create content targeted at 

specific societal debates. Given the observed trends of individuals’ tendency to believe certain content, new realities 

which are exclusive to an in-group come to dominate people’s views of the world.  

 

 

 
71 Alex Engler, “Early Thoughts on Regulating Generative AI like ChatGPT,” Brookings, February 21, 2023, 
https://www.brookings.edu/articles/early-thoughts-on-regulating-generative-ai-like-chatgpt/. 
72 Mazzucchi, “AI-Based Technologies in Hybrid Conflict: The Future of Influence Operations,” 10–11. 
73 Cristian Vaccari and Andrew Chadwick, “Deepfakes and Disinformation: Exploring the Impact of Synthetic Political Video on 
Deception, Uncertainty, and Trust in News,” Social Media + Society 6, no. 1 (2020): 1, https://doi.org/10.1177/2056305120903408. 
74 Mazarr et al., The Emerging Risk of Virtual Societal Warfare, 67. 
75 Garcia-Camargo and Bradshaw, “Disinformation 2.0: Trends for 2021 and Beyond,” 7–8. 
76 Deepfakes can be identified, for instance, by looking at hands, teeth, and ears in images, or by looking for specific visual modification 
traces. Gretel Kahn, “Will AI-Generated Images Create a New Crisis for Fact-Checkers? Experts Are Not so Sure,” Reuters Institute for 
the Study of Journalism, April 11, 2023, https://reutersinstitute.politics.ox.ac.uk/news/will-ai-generated-images-create-new-crisis-fact-
checkers-experts-are-not-so-sure. 
77 Mazarr et al., The Emerging Risk of Virtual Societal Warfare, 87. 
78 Mazarr et al., 91. 
79 Vaccari and Chadwick, “Deepfakes and Disinformation,” 2. 
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2.4 Manipulation of Societal Polarisation 
 

Building upon a situation of uncertainty which results from the distortion of reality, hybrid actors today also partake in 

a battle for truth. Generally, disillusionment, dissatisfaction, and disenfranchisement with bureaucratic institutions is 

growing.80 Communities perceive that the state and society seem to provide less stability and security. In response, 

people are progressively turning towards small groups for support. Importantly, this is reinforced by the prevalence of 

social media which hosts online communities for like-minded individuals.81 As such, societal dialogue is moving away 

from shared, open platforms, towards closed-off spaces. As a result, individuals are confronted less with opposing 

views and increasingly drift apart. New digital technologies, in this way, reinforce polarisation. 

Data from the Varieties of Democracy (V-Dem) index, presented in Figure 3, shows that 32 states experienced an 

increase in political polarisation from 2020 to 2022.  

Meanwhile, Figure 4 displays that, since 2020, there was slight global increase in political polarisation. Most countries 

maintained their 2020 rates of polarisation while only 26 countries experienced a decline. Political polarisation 

expresses the “extent to which political differences affect social relationships beyond political discussions”; whether 

people are willing to interact with each other in spite of their differences.82  

These existing trends can then be exploited by hybrid actors to further create dissent and undermine the functioning 

of states and societies. Hybrid actors can enter different online communities, and deliberately spread polarising, 

provocative, or conflicting information. Evolving technologies provide novel tools to increase the effectiveness of such 

tactics. Automated bots can be used to send personalised, targeted messages to groups and individuals, or multiple 

messages in selected communities to reinforce specific beliefs.  

Deepfakes created with AI can impersonate well-known personalities, or create new personas, which become 

seemingly authoritative sources of information.83 In this way, different groups in society can be strategically turned 

against each other. Threat actors benefit from these cleavages as targeted states become focused on internal conflict. 

Overall, this hinders the state from carrying out basic functions or responding effectively to other attacks.  

This section focuses on two tactics employed by hybrid actors to exploit societal polarisation: the horizontal erosion of 

societal trust among citizens, and the vertical interference with the functioning of state institutions and mechanisms, 

like elections.  

 
80 Kiran Auerbach and Bilyana Petrova, “Authoritarian or Simply Disillusioned? Explaining Democratic Scepticism in Central and Eastern 
Europe,” Political Behaviour 44, no. 4 (December 1, 2022): 1959–83, https://doi.org/10.1007/s11109-022-09807-0. 
81 Petter Törnberg, “How Digital Media Drive Affective Polarisation through Partisan Sorting,” Proceedings of the National Academy of 
Sciences 119, no. 42 (October 18, 2022): e2207159119, https://doi.org/10.1073/pnas.2207159119. 
82 V-Dem measures political polarisation on a five-point scale, with 0 representing no polarisation, and 4 expressing polarisation where 
inter-group interactions are hostile. The V-Dem index also contains a variable for social polarisation However, this is less relevant for the 
horizon scan as it describes “whether there is general agreement on the general direction” of society. The horizon scan focuses on 
political cleavages between different groups. Michael Coppedge et al., “V-Dem Codebook V13” (Varieties of Democracy Project, March 
2023), 226. 
83 Mazarr et al., The Emerging Risk of Virtual Societal Warfare, 67; Mazzucchi, “AI-Based Technologies in Hybrid Conflict: The Future of 
Influence Operations,” 10–11. 
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2.4.1 Erosion of Societal Trust 
 

Several identity-based cleavages have become entrenched in societies around the world in recent years. This includes 

divisions between urban and rural areas and tensions between groups embodying progressive or conservative 

positions.84 Terms like identity politics and ‘woke’ define these groups’ diverging views on social priorities. At the same 

time, global migrant communities are now emancipated and form minority electorates due to naturalisation or the 

birth of second- and third-generations. As these groups mobilise to defend their own political positions, a clash occurs 

with more nationalist perspectives.85  

The intensified polarisation of identity-based groups was blatant during COVID-19. Those disputing the existence of 

the virus and arguing against the vaccination measures teamed up with the far-right and conspiracy theorists. They 

argued that government regulations impeded their rights and clashed with counter-protestors.86 Meanwhile, the U.S. 

Capitol riots of January 6th 2021 also involved members of far-right and conspiracy movements, such as QAnon, the 

Proud Boys, or the Three Percenters. The storming of the Capitol was fuelled by the belief that a ”deep state” controls 

the U.S. government and undermined the election of Trump.87 Ultimately, these examples show that polarisation is 

tied to eroding societal trust as groups come to see their opposition with enmity.  

Hybrid threat actors can build upon such conflicts and reinforce polarising trends to undermine societal cohesion. 

Perpetrators can do so by inducing or enhancing both ideological and affective polarisation. Ideological polarisation is 

the “degree to which [groups of] people disagree about political issues”, and thus refers to the content of the political 

debate.88 By spreading (often extremist) information on specific topics, threat actors can increase the level of 

ideological polarisation. Conversely, affective polarisation pertains to the emotional level of the debate: how one group 

feels about other groups in society and the tangible divide between an in-group and an out-group.89 To influence 

affective polarisation, threat actors can spread content which reinforces certain stereotypes and animosities between 

groups. Ultimately, people become less likely to have positive interactions with those outside of their usual group. This 

can be based on prejudice, the belief that dialogue will not be productive, or because confirmation bias leads them to 

interpret interactions in accordance with existing (negative) beliefs. In democratic societies, distrust erodes the 

capacity of different sides of the political spectrum to work together.  
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21 Western Democracies, 1948-2020,” Working Paper (World Inequality Lab, May 2021), 2–3, https://wid.world/wp-
content/uploads/2021/05/WorldInequalityLab_WP2021_15_PoliticalCleavages_WesternDemocracies.pdf. 
85 Robert Ford and Will Jennings, “The Changing Cleavage Politics of Western Europe,” Annual Review of Political Science 23, no. 1 
(2020): 300–308, https://doi.org/10.1146/annurev-polisci-052217-104957. 
86 Oliver Pieper, “COVID Protests: The Fight for Germany’s Streets,” DW, September 2, 2022, https://www.dw.com/en/covid-protests-
the-fight-for-germanys-streets/a-60717328. 
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https://www.hull.ac.uk/work-with-us/more/media-centre/news/2022/january-6-us-capitol-attack-deep-state-conspiracies-havent-gone-
away.aspx; Sabrina Tavernise and Matthew Rosenberg, “These Are the Rioters Who Stormed the Nation’s Capitol,” The New York 
Times, January 7, 2021, sec. U.S., https://www.nytimes.com/2021/01/07/us/names-of-rioters-capitol.html. 
88 Amy Ross Arguedas et al., “Echo Chambers, Filter Bubbles, and Polarisation: A Literature Review” (Reuters Institute for the Study of 
Journalism, 2022), 11, https://ora.ox.ac.uk/objects/uuid:6e357e97-7b16-450a-a827-
a92c93729a08/download_file?safe_filename=Arguedas_et_al_2022_echo_chambers_filter.pdf&file_format=pdf&type_of_work=Report. 
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European Political Science 22, no. 2 (2023): 262, https://doi.org/10.1057/s41304-022-00400-x. 
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Current technological developments in social and internet technologies contribute to these developments. First, online 

platforms are difficult to monitor by state and private authorities. New formats, such as livestreams and stories 

disappear after short periods of time, meaning that content can be hidden within them. Furthermore, much 

communication occurs in closed groups which are difficult to enter for outsiders. This issue is exacerbated when 

communication takes place on fringe platforms such as Parler or Gab, which deliberately try to avoid the more 

established safety mechanisms of Facebook and X (Twitter).90 Second, generative AI creates opportunities for threat 

actors to hide behind fabricated accounts and non-existing personas. As a result, it is challenging for authorities to 

track who is responsible for specific online activity. Third, developments in generative AI technology have led to an 

immense proliferation of synthetic materials. Current safety mechanisms do not have the capacity to check content 

for authenticity and validity in real time or within an appropriate time frame before disinformation has an impact. 

Ultimately, these factors come together to lower the threshold of action for threat actors. Publicly available tools such 

as ChatGPT, can be used by anyone to construct disinformation campaigns. As demonstrated by the images below and 

in Annex 4.2, ChatGPT 491 can be employed to develop disinformation campaigns. While ChatGPT has embedded rules 

to prevent misuse, these restrictions are relatively easy to overcome with adjusted phrasing. As such, ChatGPT can be 

used not only to generate ideas but entire strategies for hybrid threats.  

 

 

 

 
90 Garcia-Camargo and Bradshaw, “Disinformation 2.0: Trends for 2021 and Beyond,” 8, 16–17. 
91 As well as ChatGPT 3.5, which generated practically the same results.  

https://v-dem.net/data/the-v-dem-dataset/country-year-v-dem-fullothers-v13/
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2.4.2 Interference with Institutions and Mechanisms  
 

In 2020, the Kremlin-supported Russian company Internet Research Agency (IRA) interfered in the U.S. presidential 

elections. The trolls targeted “both the left and right with posts to foment outrage, fear, and hostility”, specifically 

focusing on controversial issues to sow dissent.92 Disseminated content included endorsement and attack messages 

against major candidates, parties, and politicians. Experts speculate that this attack primarily aimed to suppress and 

fragment voters, undermining consensus within parties while simultaneously deepening divides between groups. 

American society was already the subject of such attacks before the elections. The IRA exploited and deepened the 

divide between, among others, the “Black Lives Matter” movement and the “Blue Lives Matter” counter movement. 

Specifically, the IRA focused on issues of “racial identity/conflict, anti-immigration (especially anti-Muslim), 

nationalism/patriotism, sectarianism, and gun rights” to stoke the flames.93  

  

 
92 Young Mie Kim, “New Evidence Shows How Russia’s Election Interference Has Gotten More Brazen,” Brennan Center for Justice, 
March 5, 2020, https://www.brennancenter.org/our-work/analysis-opinion/new-evidence-shows-how-russias-election-interference-has-
gotten-more. 
93 Kim. 
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More recently, following Russia’s invasion of Ukraine, disinformation has been a significant moderating factor in 

countries’ support for Ukraine. Assertions of Ukrainians being Nazis or Nazi-sympathisers, especially references to the 

infamous Azov regiment, have been used to delegitimise initiatives for Ukrainian military and financial aid. When 

Western players owned or mentioned this narrative they became implicitly co-opted by the Russian strategy. Debates 

about whether Ukraine aligned with donor countries’ values ultimately stalled negotiations and consensus.94  

As demonstrated by these examples, hybrid threat actors can target different groups with tailor-fitted information to 

interfere with the functioning of state institutions and mechanisms, especially in light of ongoing political 

developments. Based on social media algorithms, there is a substantial risk of the creation of echo chambers, in which 

users are continuously fed with information that reinforces their pre-existing views.95 As such, effectively targeting 

even one individual online creates the chance that disinformation will spread further. Hybrid actors can build on 

dynamics of polarisation to deepen rifts in society and promote competing narratives in different groups with 

destabilising consequences.  

 

Conclusion 
 

While both the distortion of reality and societal polarisation contribute to the fragmentation of societies, there is 

another crucial dimension to this. Due to the readily available and often public nature of technologies like artificial 

intelligence algorithms and models, any individual could potentially contribute to hybrid activity. Individuals can 

become part of a networked online army. Following Russia’s invasion, a Ukrainian IT army has proven to be an 

important frontline of defence against disinformation and cyberattacks. Ukraine’s IT army has shown the power of the 

masses when it comes to using new technologies.96 Section 2.5 outlines the challenges which come from a growing 

diversity of actors with access to more tools.  
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95 Muhammad Al Atiqi, “Conceptual Backgrounds,” in Echo Chamber and Polarisation in Social Media: An Agent-Based Modelling 
Approach, ed. Hiroshi Deguchi, Agent-Based Social Systems 17 (Singapore: Springer, 2023), 5; Ross Arguedas et al., “Echo 
Chambers, Filter Bubbles, and Polarisation: A Literature Review.” 
96 “Ukrainian IT Army,” Council on Foreign Relations, accessed November 24, 2023, https://www.cfr.org/cyber-operations/ukrainian-it-
army. 
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2.5 Diversification of Actors and Tools  
 

The often publicly and commercially available technologies described in the previous sections have been lowering the 

entry barriers to the hybrid arena. As a result, more kinds of actors have the means to carry out hybrid attacks with 

new tools. These actors exploit individual or multiple vulnerabilities outlined above. While states have long used 

proxies in hybrid threat activities, the breadth of groups available as proxy actors is widening due to the connectivity 

facilitated by digital technologies. As mentioned in section 2.2, there has been a proliferation of cyberattacks in recent 

years. These are often carried out by hacker groups supported, or even authorised, by states. Employing proxies is 

desirable for states as it complicates attribution and corresponding retaliation.   

Although states certainly continue to employ non-state proxies for hybrid threats, non-states actors are also 

increasingly gaining the ability to carry out attacks independently. Such agents may follow interests which do not 

necessarily align with states’.97 Easier access to both kinetic and non-kinetic tools allows non-state actors to pursue 

their objectives without the support of states. Private hacker collectives using digital means to disrupt infrastructure, 

spread disinformation, and polarise societies are just one example.98 Beyond this, non-state actors today can much 

more easily procure small weapons systems for use in kinetic attacks. As such, these actors can act in the full breadth 

of hybrid threats. 

However, a clear distinction must be made as to which actors qualify as perpetrators of hybrid threats. For example, 

some groups may be used as a tool in hybrid activities, while lacking agency in determining their involvement.99 

Therefore, hybrid threat actors are those individuals and groups who actively choose to engage in hybrid threat 

activities with a specific target in mind. Hybrid threats can also be carried out by actors from within the state. This is a 

logical consequence of the lowered threshold for hybrid threat capabilities resulting from emerging digital 

technologies. From conspiracy theory groups co-opted by foreign states to local movements which support external 

actors, hybrid threats cannot be considered strictly a matter of external interference.100  

This horizon scan argues that three new developments have been particularly noteworthy in recent years: the 

emergence of private companies as hybrid threat actors, the employment of migrants in hybrid activities, and the rise 

of disposable unmanned aerial vehicles (UAVs) like drones.  

 

2.5.1 Private Companies as Proxies and Agents  
 

Following Russia’s invasion of Ukraine, SpaceX became an actor in the war. CEO Elon Musk provided Starlink satellite 

services to Ukrainians. In turn, Starlink became key for Ukraine’s military communication, coordination of drone strikes, 

and support of civilian infrastructure such as hospitals. Yet, in September 2022, Elon Musk interfered with a Ukrainian 

surprise attack on Russian forces in Crimea. Musk ordered the deactivation of Starlink in the region, fearing nuclear 

escalation after speaking to a Russian diplomat. Subsequently, the targeted Russian forces stationed in Crimea were 

able to carry out further attacks on Ukraine.101 This example illustrates how private actors can significantly influence 

geopolitical developments without an official mandate or political constraints. 

 
97 Mazzucchi, “AI-Based Technologies in Hybrid Conflict: The Future of Influence Operations,” 6. 
98 Mazarr et al., The Emerging Risk of Virtual Societal Warfare, 86. 
99 Kelly M. Greenhill, “The Weaponisation of Migration,” Connectivity Wars: Why Migration, Finance and Trade Are the Geo-Economic 
Battlegrounds of the Future (London: European Council on Foreign Relations, 2016), 79, https://www.jstor.org/stable/resrep21667.12. 
100 Kiril Avramov, “By Another Way of Deception: The Use of Conspiracy Theories as a Foreign Policy Tool in the Arsenal of the Hybrid 
Warfare,” Information & Security: An International Journal 39, no. 2 (2018): 151–61, https://doi.org/10.11610/isij.3913. 
101 Claudia Chiappa, “Elon Musk Sabotaged Ukrainian Attack on Russian Fleet in Crimea by Turning off Starlink, New Book Says,” 
Politico, September 8, 2023, https://www.politico.eu/article/elon-musk-ukraine-starlink-russia-crimea-war-drone-submarine-attack-
sabotage/; Marina Hyde, “And Then Elon Musk Said There’ll Be No More War – Not Via His Satellite. Aren’t We Lucky to Have the 
World in His Hands?,” The Guardian, September 8, 2023, sec. Opinion, https://www.theguardian.com/commentisfree/2023/sep/08/elon-
musk-satellite-war-starlink-system-ukraine; Victoria Kim, “Elon Musk Acknowledges Withholding Satellite Service to Thwart Ukrainian 
Attack,” The New York Times, September 8, 2023, sec. World, https://www.nytimes.com/2023/09/08/world/europe/elon-musk-starlink-
ukraine.html. 
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SpaceX is not alone. The private company Nord Stream AG was heavily involved in the promotion of the Nord Stream 

project in European countries. As an auxiliary to the Russian state, this company invested in local communities, 

organised “aggressive media campaigns”, and attempted to recruit important public figures to create positive attitudes 

towards the pipelines.102  

Meanwhile, the private Mabna Institute formerly provided Iranian research institutions with access to foreign scientific 

resources. Presently, its activities have expanded to “illegal cyber intrusions” for the Islamic Revolutionary Guard Corps 

against U.S. governmental and non-governmental targets, and United Nations (UN) agencies.103  

Different kinds of proxy actors have been used by states for centuries to distract from their involvement in attacks. Yet, 

private organisations are a new group of actors that have been progressively seizing their agency in the hybrid domain. 

This development is not surprising. Private companies today sit at the heart of both cross-border economic relations 

and the development of new technologies.104 As such, their reach and abilities can provide key leverage for states in 

targeting other states. At the same time, some private organisations have access to resources to a comparable degree 

as states, granting them the power to influence state behaviour and the outcome of political events.  

 

2.5.2 Migration-based Manipulation  
 

From August 2021, Belarussian state 

authorities clandestinely facilitated the 

movement of migrants from Iran, Iraq, 

and Syria to and across the border with 

the European Union. This concentrated 

movement of people contributed to a 

migration crisis at the Belarussian-Polish 

border, with rippling effects for 

Lithuania and Latvia. Institutions linked 

to the Belarussian government appear 

to have aided with transportation and 

accommodation throughout the 

country. Simultaneously, Belarus may 

have played a part in facilitating attacks 

on Polish border infrastructure. 

Presumably, this action was undertaken 

in retaliation against Poland’s call for 

increasing sanctions against the 

Lukashenko regime. By creating 

untenable pressure at the borders, “the 

[perception] of Poland […] in the 

international arena as [a country] 

reluctant to accept refugees and 

migrants” could be exacerbated.105 

More broadly, the attack backed by 

 
102 Janne Jokinen, Magnus Normark, and Michael Fredholm, “Hybrid Threats from Non-State Actors: A Taxonomy,” Hybrid CoE 
Research Reports (The European Centre of Excellence for Countering Hybrid Threats, June 9, 2022), 20, https://www.hybridcoe.fi/wp-
content/uploads/2022/06/Hybrid-Coe-Research-Report-6-WEB-EDS-20221121.pdf. 
103 Jokinen, Normark, and Fredholm, 15. 
104 Engler, “Early Thoughts on Regulating Generative AI like ChatGPT.” 
105 Anna Maria Dyner, “The Border Crisis as an Example of Hybrid Warfare,” The Polish Institute of International Affairs, February 2, 
2022, https://www.pism.pl/publications/the-border-crisis-as-an-example-of-hybrid-warfare. 

Source: Poland MOD (2021) 
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Russia, was directed against NATO and the EU as a whole. It forced both  blocs to focus their attention on the 

Belarussian border and caused uncertainty about European security.106 

In recent years, hybrid threat activities have been extended to include the use of migrants. Migrants themselves cannot 

be seen as a hybrid actors as they lack agency in these situations. Rather, other actors exploit the vulnerability of 

migrants to weaken target states. The above example demonstrates that migrants can be used as tools in hybrid threat 

activities to undermine the legitimacy and strain the capacities of another state. As such, migrants become tools in a 

power play.  

 

2.5.3 Rise of Drones  
 

UAVs that can be purchased in hardware stores and fit in the palm of a hand have been proving their utility since 

Russia’s invasion of Ukraine. Evidently, Ukraine’s defence against Russia does not constitute hybrid activity as such. 

However, the Ukrainians’ use of remote-controlled drones on both the military and civilian fronts emphasises their 

power as hybrid tools for surveillance and precision targeting. Across Ukraine, workshops have been set up to build 

and modify commercial drones.107 

A major reason that more actors can now enter the hybrid threat arena is the proliferation of easily accessible tools. 

These are not limited to the digital domain, as with the case of artificial intelligence applications. Kinetic technologies, 

especially UAVs have proven to be useful. While, as mentioned in section 2.1.1, unmanned underwater vehicles can 

be effectively employed to target seabed infrastructure, aerial devices have also been gaining popularity. First, small 

drones are appealing because of their low cost and accessibility. They can be purchased and used by anyone. 

Furthermore, given their widespread availability, replacement parts can also be purchased with ease. This means that 

drones also have a high level of disposability and replaceability, with the loss of one system not costing the success of 

a particular operation.108 This is important considering the fact that drones can replace many human-based activities, 

like reconnaissance and surveillance. Combined with AI and specifically computer vision capabilities, UAVs have been 

proving more adept at these tasks than humans. AI can process and interpret information faster and at a greater scale. 

Second, since drones are unmanned and operated remotely, the attribution of strikes is difficult. This is amplified by 

the possibility to modify the appearance of drones using, for instance, 3D printing, obscuring their precise intentions.109 

 

Conclusion 
 

The diversification of the actors and tools for hybrid threats can be seen as both the result of and a reinforcing factor 

for the other trends mentioned in this horizon scan. A renewed emphasis on economic resources and geopolitics has 

elevated the importance of private organisations in the international arena, encouraging them to seize their power for 

influence. At the same time, the advancement and pervasiveness of digital technologies has allowed a greater variety 

of individuals and groups to constitute threats. These actors target infrastructure through cyber-attacks, contribute to 

the distortion of reality to sow distrust in authorities, and reinforce societal polarisation. Ultimately, the increasing 

diversity and number of actors means that states on the defensive need to account for more potential sources of hybrid 

threats, making the tasks of attribution, retaliation, and preparation even more difficult.  
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3 .  In Lieu of Conclusions  
 

 

This horizon scan has highlighted five trends in hybrid threats which will likely impact interactions in the international 

arena for the foreseeable future. The confluence of these trends influences the vulnerabilities and opportunities, 

drivers, and corresponding activities of hybrid actors. 

 

1. The exploitation of economic dependencies by hybrid actors is primarily driven by increasing geopolitical 

competition. Actors exploit existing vulnerabilities by conducting physical attacks or surveillance of critical 

seabed infrastructure, or creating new levers of influence through strategic investments.  

2. The hybrid weaponisation of digitalisation is driven by the widespread integration of digital technologies into 

all aspects of society. This creates new vulnerabilities in physical and data infrastructure which can be 

targeted through non-kinetic channels like the Internet of Things. The ability to mask digital footprints 

enhances ambiguity and the appeal of cyberattacks.  

3. The distortion of reality takes advantage of increasingly digitalised societies to manipulate individuals’ 

cognitive processes and perceptions of the world. Generative AI will drive the increasing reach, scale, and 

variety of synthetic content. With this, hybrid actors delegitimise authoritative sources of information and 

contribute to social unrest.  

4. The manipulation of societal polarisation capitalises on existing ideological and affective tensions between 

groups. By targeting specific sections of society, hybrid actors can strengthen the erosion of trust within and 

between communities and within a state. Simultaneously, hybrid actors can interfere with the proper 

functioning of state institutions.  

5. The diversification of actors and tools has lowered the barriers of entry into the hybrid arena. Private 

organisations are becoming independent, rather than merely proxy actors. Migrants are progressively being 

used a tools which enact political pressure. Finally, easily accessible and disposable technologies like drones 

avail hybrid actors of new capabilities.  

 

Historically, developments in science and technology have transformed the character of warfare and conflict. The 

development of hybrid threats is no exception. The conjunction of new technologies and hybrid tactics will continue 

to present unique opportunities and challenges.  

Overall, these trends point towards the need for greater awareness and better understating of the nature of hybrid 

threats. This will require continuous horizon scanning and analysis of the evolution of hybrid threats. Horizon scans 

should assess the offensive potential of emerging and disruptive technologies in the hands of hybrid actors. 

Simultaneously, further research should consider how societal vulnerabilities can be exploited through hybrid threats. 

Overall, an evaluation of hybrid threats needs to be supported by meaningful data, structured discussions between 

experts from different regions, disciplines, and sectors and a healthy dose of creativity.  
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Annex  
 

Overview of Higher-level Trends and Hybrid Threats 
Trend  Threat Factors  Implications  

Exploitation of 

Economic 

Dependencies  

Seabed infrastructure 

sabotage  

• Cutting off of energy supplies and internet connections  

• States becoming disconnected and suffering economic harm  

Seabed infrastructure 

surveillance 

• Enabling future sabotage  

• Acquiring confidential information (as leverage/to leak/to 

plan attacks)  

Investment-based 

influence  

• Gaining political leverage over receiving state  

Weaponisation 

of Widespread 

Digitalisation  

Infrastructure 

manipulation  

• Imposition of additional costs, slowing down of execution of 

government functions and communication  

Infrastructure 

sabotage  

• Imposition of additional costs, slowing down of execution of 

government functions and communication  

Infrastructure shut-

down  

• Disruption of execution of government functions and 

communication  

Data falsification  • Manipulation of societal processes with low risk of detection  

Data theft  • Acquiring confidential information (as leverage/to leak/to 

plan attacks)  

• Creating feelings of insecurity  

Data wipe  • Disruption of execution of government functions  

Distortion of 

Reality  

Delegitimisation of 

sources and 

authorities  

• Creating feelings of insecurity, anxiety, and cynicism, 

undermining fundamental societal trust  

• Hampering societal discussion  

• Distraction, inward turn of politics  

Manipulation 

of Societal 

Polarisation  

Deterioration of social 

trust  

• Erosion of open public debate  

• Inward turn of politics  

Interference with 

state institutions and 

mechanisms  

• Disruption of functioning of government  

Diversification 

of Actors and 

Tools  

Private companies as 

proxies and agents  

• Difficulty of attribution  

• Interference with state activity  

Migration-based 

manipulation  

• Especially for democracies, dilemmas regarding human rights 

obligations  

• Straining of economic and other resources  

Rise of drones • Unmanned systems perform human tasks  

• Accessible, replaceable, and disposable  
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ChatGPT Disinformation Campaign  
 

ChatGPT is subject to platform rules that prevent it from contributing to misinformation. Therefore, ChatGPT does not 

react to or declines prompts explicitly asking for disinformation campaigns. However, these precautions can be 

circumvented by requesting ChatGPT to create a fictional scenario. In this case, ChatGPT was asked to assist with 

writing a novel about climate change deniers. Having overcome the safety mechanisms, subsequent prompts can ask 

for precise information, such as campaign strategies and social media posts. Within the same chat, ChatGPT assumes 

that these replies pertain to the fictional scenario, and provides unfiltered information. Both ChatGPT-3.5 (publicly 

available version) and ChatGPT-4 (paid version) provide the same level of detail.  
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